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Sensorimotor adaptation—enduring changes to motor commands due to sensory feedback—allows speakers to
match their articulations to intended speech acoustics. How the brain integrates auditory feedback to modify
speech motor commands and what limits the degree of these modifications remain unknown. Here, we in-
vestigated the role of speech motor cortex in modifying stored speech motor plans. In a within-subjects design,
participants underwent separate sessions of sham and anodal transcranial direct current stimulation (tDCS) over
speech motor cortex while speaking and receiving altered auditory feedback of the first formant. Anodal tDCS
increased the rate of sensorimotor adaptation for feedback perturbation. Computational modeling of our results
using the Directions Into Velocities of Articulators (DIVA) framework of speech production suggested that tDCS

primarily affected behavior by increasing the feedforward learning rate. This study demonstrates how focal
noninvasive neurostimulation can enhance the integration of auditory feedback into speech motor plans.

1. Introduction

The brain maintains fast and precise motor actions by adapting
learned motor commands to changing conditions. When there is a
sustained mismatch between intended motor events and sensory feed-
back, the motor system exhibits sensorimotor adaptation: feedback-based
motor learning that accumulates over longer timescales to change es-
tablished motor plans. Sensorimotor adaptation serves a particularly
important role during speech production, where acoustics of contrastive
speech categories depend on minuscule articulation differences, yet
speech intelligibility must be preserved during vocal tract ontogeny
(Redford, 2019). In order to execute the specialized motor actions re-
quired for accurate speech under varying conditions, the speech motor
system must be able to incorporate information from sensory feedback
into established feedforward motor commands (Guenther, 2016). This
ability to use sensory feedback to alter feedforward commands accounts
for how consistent speech execution is maintained under physical
changes to the vocal tract, such as in typical development and aging,
and injury.

Sensorimotor adaptation has been demonstrated experimentally for
several different auditory characteristics of speech using feedback

perturbations (Houde & Jordan, 1998; Jones & Munhall, 2000; Purcell
& Munhall, 2006; Shiller, Sato, Gracco, & Baum, 2009; Villacorta,
Perkell, & Guenther, 2007). Speakers’ compensatory response typically
adjusts their speech productions to oppose the perceived acoustic per-
turbation; however, the cortical mechanisms that support the integra-
tion of auditory feedback with motor planning are unknown. Speech
motor control models, such as the Directions Into Velocities of Articu-
lators (DIVA) model (Golfinopoulos, Tourville, & Guenther, 2010;
Guenther, 1994, 1995; Guenther, Ghosh, & Tourville, 2006), posit that
motor programs for common phoneme sequences are represented in left
ventral premotor cortex (VPMC) and serve as templates against which
to compare sensory feedback during speech production. Mismatch be-
tween these learned motor representations and auditory feedback is
thought to be transformed into compensatory gestures in ventral motor
cortex (VMC; Tourville & Guenther, 2011). Correlational support for
this model comes from neuroimaging studies in which neural activation
in these regions is found during speech production (Basilakos, Smith,
Fillmore, Fridriksson, & Fedorenko, 2018; Ghosh, Tourville, &
Guenther, 2008; Tourville, Reilly, & Guenther, 2008) and is propor-
tional to speakers’ compensation for unexpected, intermittent, auditory
feedback perturbations (Behroozmand et al., 2015; Niziolek &
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Guenther, 2013).

The first aim of our study was to determine the effect of noninvasive
neurostimulation applied to left ventral sensorimotor cortex on sen-
sorimotor adaptation to auditory perturbation of speech. Participants
underwent an established speech sensorimotor adaptation protocol
with perturbed auditory feedback while we measured the magnitude
and rate of sensorimotor adaptation reflected by changing speech
acoustics. To modulate neural function of left ventral sensorimotor
cortex during the task, participants simultaneously received tran-
scranial direct current stimulation (tDCS)—a noninvasive neuro-
stimulation technique in which a low current is applied over the scalp
via electrodes to induce small changes to the electric field in underlying
cortex. The polarity of current flow is believed to determine the effect of
stimulation on cortical function, with anodal stimulation increasing
neural excitability and cathodal stimulation decreasing excitability
(Dayan, Censor, Buch, Sandrini, & Cohen, 2013; Filmer, Dux, &
Mattingley, 2014; Nitsche & Paulus, 2000). Additionally, tDCS is be-
lieved to modulate cortical plasticity, as its neuromodulatory effects can
be measured for some time after stimulation has ceased (Nitsche &
Paulus, 2000; Nitsche et al., 2007; Rroji, van Kuyck, Nuttin, &
Wenderoth, 2015). In the language domain, tDCS has been demon-
strated to facilitate word naming (Fertonani, Rosini, Cotelli, Rossini, &
Miniussi, 2010; Malyutina & Den Ouden, 2015) and production of
difficult phoneme sequences (Buchwald et al., 2019), amongst other
language tasks (reviewed in Monti et al., 2013).

We found that anodal tDCS of left sensorimotor cortex was indeed
associated with increase in the rate of sensorimotor adaptation to
speech. However, because multiple neural mechanisms may be affected
by tDCS, the second aim of this study was to ascertain, in mechanistic
terms, how tDCS may have affected cortical function for speech motor
adaptation using computational simulations of the DIVA model. We
identified several candidate neurocomputational variables that could
hypothetically be altered by anodal tDCS in our experiment. First, by
increasing cortical excitation under tDCS, increased sensitivity to au-
ditory errors could elicit a greater compensatory response associated
with within-trial auditory feedback control-based mechanisms.
Alternatively, tDCS could act to modulate trial-to-trial adaptation
(plasticity) and increase learning-based anticipatory corrections.
Ultimately, computational modeling favored an effect of tDCS on the
rate of trial-to-trial adaptation of motor programs, as well as a small
decrease in sensitivity to somatosensory feedback that normally op-
poses compensation to perturbed auditory feedback (Katseff, Houde, &
Johnson, 2011; Lametti, Nasir, & Ostry, 2012; Nasir & Ostry, 2009).
These results expand our understanding of the neurobiological bases of
speech adaptation. Furthermore, these results demonstrate the ex-
planatory power of combining neurostimulation with computational
modeling to make inferences about cortical function.

2. Materials and methods
2.1. Participants

Right-handed, native speakers of American English free from
speech, language, or hearing deficits completed this study (N = 18; 4
male, 14 female; age 18-28 years, M = 20.4 * 2.1). Because not all
speakers adapt to auditory perturbation (Lametti et al., 2012; Purcell &
Munhall, 2006), we recruited a total of 37 participants (10 male, 27
female; age 18-28 years, M = 21.3 + 2.2) to complete an initial
screening session that did not involve tDCS. To be included in the tDCS
portion of the study, we required each participant to demonstrate
sensorimotor adaptation such that auditory perturbation resulted in
significantly lower first formant (F1) frequencies relative to his or her
own baseline productions (see §2.2.1 below). We used a two-sample,
one-sided Kolmogorov-Smirnov test to test whether each participant
exhibited significant (p < 0.001) adaptation during the second half of
the perturbation phase of the experiment relative to the baseline trials.
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Fig. 1. Paradigm design and tDCS stimulation. (A) During their first visit to the
lab, participants underwent an initial session of the experiment without tDCS to
confirm they adapted to auditory perturbations. Over two subsequent visits,
they completed the tDCS sessions, with order counterbalanced across partici-
pants. (B) Schematic of the equipment setup and behavioral paradigm. (C) The
behavioral paradigm was the same on each visit. Participants' baseline speech
acoustics was measured without perturbation; then F1 perturbation was in-
creased to +15% during the ramp phase, held at +30% during the shift phase,
and presented again without perturbation during the return phase. (D) Location
of anodes (FC5, C5; red points) and cathodes (AF7, FC1, C1, P5; blue points) in
the 10-10 electrode system (left) and with their location overlaid on the cor-
tical surface (middle). Also shown are the locations of the articulator maps
(tongue and jaw; yellow points) and speech sound maps (green points) from the
DIVA model (Table D.1 in Guenther, 2016, p391). Estimated cortical surface
field intensity from this stimulation montage is shown at right.

Twenty-three recruited participants met our inclusion criterion (5 male,
18 female; 18-28 years, M = 21.08 = 2.4), but five of these did not
complete one or both tDCS sessions and were withdrawn from the
study. Of the 14 participants who did not meet our inclusion criteria for
sensorimotor adaptation, two exhibited “following” responses (Burnett,
Freedland, Larson, & Hain, 1998), as determined by another Kolmo-
gorov-Smirnov test to determine whether F1 frequencies measured
during the second half of the perturbation phase were significantly
higher than at baseline. Screening session data for all recruited parti-
cipants is given in supplemental Fig. S1. Participants provided written
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informed consent, approved and overseen by the Institutional Review
Board at Boston University, and were paid for their participation.

2.2. Experimental design

Participants completed three sessions in which they underwent the
same behavioral paradigm (Fig. 1A). Each session was separated from
the previous by at least 7 days to reduce the potential for carry-over of
learning across sessions. In an initial session without tDCS, we con-
firmed that participants adapted to auditory feedback perturbation of
their speech. Participants were then assigned to receive either anodal or
sham stimulation during their second session and the other during their
third session. Nine participants completed each order of stimulation.
Although participants were told before each tDCS session that they
would either be receiving active stimulation or be in a control condition
(sham), participants were blind not only to which condition they were
in on each visit, but also to the fact that they would be in both condi-
tions on counterbalanced visits.

2.2.1. Behavioral paradigm

Each session was conducted in a sound-attenuated chamber.
Stimulus delivery, recording, and real-time resynthesis for auditory
perturbation were controlled via the Audapter software (Cai, Boucek,
Ghosh, Guenther, & Perkell, 2008) implemented in MATLAB vR2014b
(The Mathworks, Natick, MA). Participants’ speech was transduced
using a Shure MX153 earset microphone, Behringer Ultragain Pro two-
channel microphone amplifier, and Roland Quad Capture sound card.
Auditory stimulation was delivered via the same sound card, an Art
HeadAmp6 Pro headphone amplifier, and Etymotic ER-3C insert ear-
phones.

Participants were prompted by the Audapter software to say the
words “bed,” “dead,” and “head,” in a pseudorandom order. The
paradigm began with a brief training phase, in which participants re-
ceived feedback to insure they were producing the words at a sufficient
loudness (72-88 dB SPL) and duration (400-600 ms); trials in the
training phase were repeated until productions of suitable intensity and
duration were achieved. Participants continued to receive feedback
about the intensity and duration of their speech during the experiment,
but trials were not repeated. The Audapter software performed real-
time analysis, replay, resynthesis, and recording of participants' speech
acoustics (F1 and F2) (Fig. 1B).

The behavioral paradigm consisted of four phases (Fig. 1C). The
baseline phase consisted of 57 trials in which participants spoke the
target words and heard their own, unperturbed speech as auditory
feedback. Next, during the ramp phase, real-time perturbation of par-
ticipants’ F1 was introduced at + 15% for 3 trials; the ramp phase was
included to reduce participants’ conscious detection of the auditory
perturbation, but was kept brief to allow us to observe continued
learning during the subsequent shift phase. During the perturbation
phase, which lasted for 60 trials, participants heard as auditory feed-
back a real-time perturbation of their own speech in which F1 was
increased by 30%. Finally, during the 60 trials of the return phase,
participants again heard their own, unperturbed speech as auditory
feedback. Auditory feedback was presented at 5 dB SPL above the
participant’s own productions.

2.2.2. tDCS stimulation

Neurostimulation was controlled and delivered using a Soterix MxN
high-definition (HD) tDCS system. HD-tDCS was used both because it
offers more focused stimulation and avoids strong effects of equal and
opposite current density in brain areas outside of the region of interest.
Stimulating electrodes (2 mA) were placed at FC5 and C5, and return
electrodes were placed at AF7, FC1, C1, and P5, in a roughly center-
surround configuration (Datta et al., 2009; Kuo et al., 2013). This
montage was selected to optimize field intensity and current flow over
left vPMC and vMC (Fig. 1D), as determined by simulation using the
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HD-Explore software (Soterix Medical Inc.; Datta et al., 2009; Huang
et al., 2017). These areas were targeted in this study because they are
the theoretical location of the speech sound maps and articulator maps
for feedforward control of speech production (Guenther, 2016;
Tourville & Guenther, 2011).

After insuring the resistance of each channel was < 10 k<, anodal
stimulation began with a 30-s linear ramp from 0 to 2 mA, with tonic
2 mA stimulation continuing for the remainder of the session
(~20 min). The procedure for sham stimulation was the same, but after
the 30-s ramp to 2 mA, stimulation was linearly decreased over 30 s
back to 0 mA, where it remained throughout the behavioral paradigm.
This procedure effectively blinded participants to whether they were
receiving anodal or sham stimulation during the behavioral task, which
was begun 60 s after the onset of stimulation (see §3.1, below).
Stimulation began before the training phase and ended after the last
trial of the return phase for a mean duration of 17 min 13 s (range:
16 min 36 s — 18 min 8 s). The mean durations of the different phases
of the experiment (excluding the screening session) are as follows:
training, 1 min 46 s; baseline, 4 min 54 s; ramp, 15 s; full perturbation,
5 min 9 s; and return, 5 min 3 s.

2.3. Statistical analysis

Speech acoustics (mean F1 and F2 frequencies) were obtained from
each participant on each trial in each condition using Audapter. Vowel
formant frequencies were isolated by analyzing 60% of the word’s
duration beginning 10% after the onset of voicing. Outlier trials, in
which F1 deviated by more than two standard deviations from the mean
value in the respective session and phase, were excluded from the
analysis (< 5% of total trials). In a repeated-measures analysis of var-
iance (ANOVA), the number of F1 outliers did not differ as function of
stimulation (no-tDCS, anodal, or sham; F;34 = 0.29, p = 0.75), phase
(baseline, perturbation, return; Fp34 = 0.16, p = 0.85), or their in-
teraction (F46s = 1.12, p = 0.36). Participants' F1 and F2 measure-
ments were then normalized (proportionally) to the mean F1 and F2
values obtained during the baseline phase of each session. To control
for errors in production and automated formant tracking errors, spec-
trograms of all trials were visually inspected using the Praat software
(Boersma, 2001), and F1 and F2 were measured manually and com-
pared to the program’s measured values to insure accurate formant
measures on each trial.

Speech acoustics data were analyzed in R using linear mixed-effects
models implemented in the package Ime4 (Bates, Machler, Bolker, &
Walker, 2014). The models’ fixed-effect terms included categorical
factors for stimulation (anodal vs. sham) and session (2 vs. 3), the mean-
centered continuous factor time (trial), and the stimulation X time, sti-
mulation X session, session X time, and stimulation X time X session
interactions. The models’ random effects terms included by-participant
intercepts, by-participant slopes for the fixed factors stimulation, time,
and session and by-item intercepts for each word. Statistical compar-
isons of model terms were determined via application of deviation-
coded contrasts to the model matrix. Significance of main effects and
interactions was determined by adopting a significance criterion of
a = 0.05, with p-values for model terms based on the Satterthwaite
approximation of the degrees of freedom obtained from the package
ImerTest (Kuznetsova, Brockhoff, & Christensen, 2017).

Additional analysis using nonlinear (exponential) models was con-
ducted; however, while the group average perturbation curve is ex-
ponential (Fig. 2A), in many cases individual participants' adaptation
during the perturbation phase was not well described by an exponential
function (e.g., when participants exhibited no adaptation during the
perturbation phase in some condition; see Fig. 3B for individual data).
For participants and stimulation conditions where adaptation was evi-
dent, linear and exponential adaptation models did not differ in fit.
Correspondingly, we chose to model these results using linear mixed
effects models because of their power and precision. Further, we chose
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sures ANOVA in the package ez (Lawrence, 2013).
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Fig. 2. Speech adaptation under perturba-
tion during anodal tDCS vs. sham. (A) In
response to a perceived increase in F1 fre-
quency during the auditory feedback per-
turbation phase of each session, participants
compensated by lowering the F1 frequency
of their own speech productions. The rate of
adaptation under anodal tDCS (orange) was
significantly enhanced relative to sham
tDCS (purple). Blocks represent averages
across 3 trials (consisting of 1 trial for each
of the three presented words) calculated
within participants. Shaded regions indicate
standard error of the mean across partici-
pants for each block. Vertical lines indicate
the onset/offset of each phase, with the two
lines before the perturbation phase in-
dicating the brief ramp phase. (B) The
average magnitude of compensatory re-
sponses scaled with respect to the full per-
turbation (+30% of baseline) during the
latter half of the perturbation phase of the
anodal (orange) and sham tDCS sessions
(purple). Error bars represent the standard
error of the mean across participants. (C)
We measured speakers’ F2 values to test if
sensorimotor adaptation under tDCS was
confined to F1. We did not observe sys-
tematic changes to F2 under anodal tDCS
(orange) or sham tDCS (purple) during the
perturbation. Shaded regions indicate stan-
dard error of the mean across participants
for each block. (D) The average magnitude
of F2 relative to baseline and scaled by the
same percent factor as F1 in (B) during the
latter half of the perturbation phase of the
anodal (orange) and sham tDCS sessions
(purple). Error bars represent the standard
error of the mean across participants.

3.1. Somatic and psychological experiences related to tDCS

After each tDCS session, participants completed a questionnaire
detailing the presence and severity of any symptoms or side effects they
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Fig. 3. Sensorimotor adaptation by stimulation condition, session, and participant. (A) Lines depict the average F1 percent change from baseline across participants.
Nine participants contribute to each line. Anodal tDCS is shown in orange, while sham tDCS is shown in purple, with darker colors representing Session 2 and lighter
colors representing Session 3. Note that within-subject comparisons are between lines of opposite color and shading (e.g., Session 2 Anodal with Session 3 Sham). The
double vertical gray line indicates the beginning and end of the “ramp” phase. (B) Individual participants sensorimotor adaptation during anodal and sham tDCS
sessions. Each panel corresponds to a single participants’ data; participant numbers (e.g., “p0910”) were assigned randomly and are not sequential. All participants
are shown on the same scale; F1 difference from baseline was averaged over blocks of three trials for display. The double vertical gray line indicates the beginning
and end of the “ramp” phase. Color and shading conventions as in panel (A).
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experienced, as well as whether they believed these effects to be related
to the administration of tDCS (Brunoni et al., 2011). Participants filled
out identical forms after both sessions, as they were not told whether
they had received anodal or sham stimulation in each session. Nearly all
participants reported mild to moderate tingling sensations in both an-
odal and sham sessions. Less frequently, participants reported experi-
encing pain or burning on their scalp. The prevalence or intensity of
these sensations did not differ between the anodal and sham conditions,
suggesting that participants were effectively blinded to whether they
were receiving active or control stimulation (Fig. S2). We did not in-
quire directly as to whether participants thought they had received
sham or anodal stimulation. Several participants also reported feeling
sleepy or distracted, but unlike their somatic experiences, participants
rarely attributed their state of arousal to tDCS.

3.2. Primary outcome measures: Adaptation and recovery

3.2.1. Speech adaptation during perturbation

We determined whether participants' motor adaptation to auditory
F1 perturbation during speech production was affected by tDCS in a
linear mixed-effects model of trial-by-trial F1 adaptation magnitude (%
of mean baseline F1) during the perturbation phases of the anodal and
sham tDCS conditions. A corresponding model was run on F2 acoustics
as a control, as auditory feedback of F2 was not perturbed. We omitted
the “ramp” phase of the perturbation from these analyses and focused
only on the trials for which the feedback perturbation remained con-
stant.

We observed a significant main effect of time, such that adaptation
(the lowering of F1) increased over the perturbation period
(B = —0.0005, s.e. = 0.0001,t = —4.65, p = 0.0003) in all condi-
tions. Importantly, there was a significant stimulation X time interaction
such that participants showed greater adaptation with time under an-
odal stimulation than sham (Fig. 2A; § = 0.0002, s.e. = 0.0001,
t = 2.99, p = 0.003). We also observed a significant time X session
interaction such that participants showed a greater rate of adaptation
during session 2 vs. session 3 (Fig. 3A; f = —0.0001, s.e. = 0.0001,
t = —2.40, p = 0.02). We did not observe a main effect of stimulation
(B = 0.0061, s.e. = 0.0058,t = 1.06, p = 0.31) when considering the
entire perturbation period. No significant effect of session, no stimula-
tion X session interaction, and no three-way interaction was observed
(see Table S1). Speakers’ F1 during the latter half of the perturbation
phase under anodal stimulation was 91.4% =+ 4.5% that of the baseline,
whereas under sham stimulation it was 93.1 * 5.0% of baseline,
corresponding to compensation of 28.7% and 23.0% of the full auditory
perturbation, respectively (Fig. 2B). Individual participant data for
sham and anodal tDCS sessions are given in supplemental Fig. 3B.

The corresponding model of F2 showed no effects of stimulation
(Fig. 2G; B = —0.0007, s.e. = 0.0027, t = —0.26, p = 0.80), time
B =16 x 1075 se. = 0.0001, t = 0.22, p = 0.83), or session
(Fig. 3A; B = 0.0041, s.e. = 0.0027,t = 1.53, p = 0.15) on this un-
perturbed feature, and no significant interactions (Table S2). Mean F2
values during the latter half of the perturbation phase were
100.0% *+ 2.2% of baseline during anodal tDCS and 99.6% = 2.0%
during sham (Fig. 2D).

3.2.2. Speech recovery following perturbation

We also analyzed whether participants' motor recovery after re-
moval of auditory perturbation of F1 was affected by tDCS using a
linear mixed-effects model of trial-by-trial F1 difference from baseline
during the return phases of the anodal and sham tDCS conditions. This
model included the same fixed and random factors described in §3.2.1
and modeled trials beginning with the last trial in which the auditory
perturbation was presented through the end of the session. The time
factor was centered on its mean value.

We observed a significant effect of time as participants’ F1 values
gradually returned to baseline (Fig. 2A; B = 0.0006, s.e. = 0.0001,
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t = 5.82, p < 0.0001). We did not observe significant effects of sti-
mulation or session, nor any significant interactions between factors
(Table S3). We ran the corresponding model on the participants’ F2
values during the return phase and found significant interactions be-
tween stimulation and time (Fig. 2C; = 0.0002, s.e. = 0.0001,
t = 3.65, p = 0.0002) and stimulation and session (8 = —0.0086,
s.e. = 0.0027,t = —3.13, p = 0.006). (These results appear to have
been driven primarily by one participant who exhibited substantial
inconsistency in their F2 productions during their sham session;
whereas most participants showed no effect of stimulation, perturba-
tion, or its withdrawal on F2 productions.)

3.3. Secondary outcomes and control measures

3.3.1. Consistency in individual differences in compensation across
conditions

We investigated whether the average magnitude of adaptation
during the latter half of the perturbation phase (where production
targets were expected to most approach stability) was consistent within
participants across the stimulation conditions using Spearman’s rank
correlation. Participants' F1 adaptation in the initial session without
tDCS was not significantly correlated with their adaptation during sham
stimulation (r = 0.41, p = 0.09) or during anodal stimulation
(r = 0.39, p = 0.11). The magnitude of adaptation was also not sig-
nificantly correlated between sham and anodal stimulation conditions
(r = 0.42, p = 0.09).

Additionally, we investigated whether participants’ magnitude of
adaptation was correlated across sessions regardless of stimulation
condition. F1 adaptation was significantly correlated between the
screening session and the second session (r = 0.55, p = 0.02), while the
correlation between screening and the third session was not significant
(r = 0.45, p = 0.06). We ran a post-hoc analysis to better understand
whether these two last correlations were significantly different from
each other due to the fact that they fell on either side of our significance
criterion, and found that they were not (Pearson and Filon’s z = 0.48,
p = 0.31, implemented in the R package cocor; Diedenhofen & Musch,
2015).

3.3.2. Speech production variability under tDCS

We also investigated whether the coefficient of variation (s/X; a
measure of instability obtained from speech variability across in-
dividual trials) for participants' F1 differed as a function of stimulation
(anodal, sham stimulation) during each phase of the experiment
(baseline, perturbation, return). We limited analysis to the latter half of
the perturbation and return phases to avoid biased coefficients of var-
iation resulting from effects related to the initial administration and
cessation of auditory perturbation. In a repeated-measures ANOVA of
the coefficient of variation of F1 with within-subject factors of stimu-
lation and phase, we found a significant effect of stimulation
(F1,17 = 5.17,p = 0.04, 7% = 0.05) such that the coefficient of var-
iation tended to be greater under anodal than sham stimulation, no
effect of phase (F234 = 1.55, p = 0.23, né& = 0.02), and no stimula-
tion X phase interaction (F34 = 0.52, p = 0.60, 2 = 0.01). This
analysis was repeated for participants’ coefficient of variation of F2 in
which we found no significant effects of stimulation (Fy,; = 1.42,
p = 0.25, j& = 0.01), phase (F34 = 0.59,p = 0.56, 72 = 7.3 x 10™%,
and no stimulation X phase interaction (Fy34 = 0.32, p = 0.72,
né = 5.6 X 1074,

3.3.3. Speech production baseline under tDCS

To determine whether the application of tDCS had an effect on
speech production acoustics independent of the perturbation manip-
ulation, we performed a series of linear-mixed effects models testing
whether speakers' F1 frequency during the baseline phase was affected
by session (1, 2, or 3) and stimulation (no-tDCS, anodal, or sham).

We first tested a linear mixed-effects model including a categorical
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fixed factor for all levels of session, random slopes and intercepts by
participant, and random item intercepts. (The stimulation factor was not
included in this model because, for all participants, the first session did
not involve any tDCS, meaning these levels of the two factors were
perfectly colinear, and a model including both together would be rank
deficient.) We found a significant difference in baseline F1 productions
between the two earlier sessions (Session 2 — Session 1; § = —10.67,
s.e. = 4.20,t = —2.54, p = 0.02), whereas we did not find any dif-
ference in the latter two sessions (Session 3 — Session 2; f = —4.12,
s.e. = 8.28,t = —0.50, p = 0.63). F1 values across participants were
highest during the first visit (701 + 95 Hz), lower during the second
visit (690 = 97 Hz), and lowest during the third visit (686 = 97 Hz).
The direction of this learning effect (lowered F1 values across sessions)
is consistent with long-term retention of adaptation for the auditory
perturbation (raised F1 values) in this study.

Additionally, we tested whether the order of stimulation sessions
affected baseline F1 frequency; e.g., if receiving anodal stimulation
during Session 2 was associated with a greater change in F1 baseline at
Session 3. In an ANOVA on a second model including only the second
and third session baselines, with categorical fixed factors including
session (2 vs. 3), stimulation (anodal vs. sham), and their interaction, and
random factors including by-participant intercepts and by-participant
slopes for the effect of stimulation, we found no effect of session
(F116 = 0.22,p = 0.65), stimulation (F; 16 = 0.0047, p = 0.84) and no
stimulation by session interaction (F; 16 = 0.0013, p = 0.97), suggesting
the tDCS manipulation did not affect learning across sessions.

3.3.4. Amount of compensation to initial perturbation trial

The primary outcome measures indicated that anodal tDCS had an
effect on the rate of adaptation during the perturbation phase; however,
the prior literature distinguishes compensatory (or reflexive) responses
to unexpected perturbation from adaptive responses to ongoing sen-
sorimotor mismatch that involves modifications to feedforward com-
mands (Burnett et al., 1998; Guenther, 2016). We therefore also in-
vestigated whether reflexive response to the initial application of
perturbed auditory feedback on the first trial of the ramp phase differed
between conditions. In a repeated measures ANOVA of F1 compensa-
tion on the first perturbation trial, with stimulation (anodal vs. sham) as
the within-subjects factor, we found no effect of tDCS on the response
magnitude to initial perturbation (F; ;7 = 0.04,p = 0.84, né = 0.002;
anodal: 94.0% * 8.3%; sham: 94.5% # 5.3%). In a corresponding
analysis of session (1 vs. 2 vs. 3) we observed a trend for the magnitude
of the reflexive response on the first perturbation trial to decrease as a
function of experience with the task (Session 1: 91.8% = 7.3% of
baseline; Session 2: 92.9% * 7.9%; Session 3: 95.7% * 5.6%); how-
ever, this trend was not statistically significant (F; ;7 = 3.62,p = 0.07,
7% = 0.18). Finally, reflexive response magnitude to the initial per-
turbation trial was not correlated with speakers' overall adaptation
magnitude, either during the initial visit r = —0.19, p = 0.44), anodal
tDCS (r = 0.11, p = 0.67), or sham tDCS (r = 0.22, p = 0.36).

4. Computational modeling
4.1. Model description

Several distinct motor control mechanisms can contribute to com-
pensatory responses during motor adaptation under sensory perturba-
tions (Scott, 2004; Shadmehr, Smith, & Krakauer, 2010). To investigate
which aspects of motor learning and performance were responsible for
changes in adaptive responses under neurostimulation, we performed
computer simulations using SimpleDIVA (Kearney et al., 2020)—a
simplified version of the DIVA model (Guenther et al., 2006; Guenther,
2016) that characterizes the neural computations involved in speech
motor control. The SimpleDIVA model is designed to capture the ag-
gregate contributions of DIVA model’s auditory feedback control, so-
matosensory feedback control, and feedforward control subsystems to
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speech acoustics, without needing to model each system’s various
components in detail. Further, rather than modeling the configuration
and trajectory of the various vocal tract articulators in detail, Simple-
DIVA abstracts motor control to the realized acoustic output, here F1
frequency. In this implementation, SimpleDIVA accounts for trial-by-
trial changes in speech acoustics by estimating the aggregate con-
tributions of these three subsystems to speech acoustics during sen-
sorimotor adaptation experiments.

The first mechanism that contributes to compensatory responses is
the auditory feedback control subsystem of the speech motor controller.
This subsystem translates production errors detected via the auditory
system into corrective movements, with a latency of approximately
100-200 ms from error/perturbation onset to the start of the corrective
movement. We will refer to this within-trial component of the com-
pensatory response as the reflexive response, borrowing terminology
from Larson and colleagues (Burnett et al., 1998; Hain et al., 2000),
while noting that this “reflex” involves processing in the cerebral cortex
(Tourville et al., 2008). The term auditory feedback control gain (as) will
be used to describe the size of this response relative to the size of the
auditory error. A gain of 1 would indicate that the auditory feedback
control system is completely counteracting the perturbation, but in
actuality the auditory feedback control gain appears to be much
smaller, with prior studies indicating a compensatory response that is
typically less than 25% of the size of the perturbation (e.g., Burnett
et al., 1998; Chen, Lui, Xu, & Larson, 2007; Tourville et al., 2008;
Niziolek & Guenther, 2013). Compensatory responses to auditory per-
turbations have the effect of generating somatosensory feedback that no
longer matches the motor system’s expectations (somatosensory target)
for the speech gesture. This will invoke somatosensory feedback control
mechanisms that tend to counteract the compensatory response. The
size of the somatosensory feedback controller’s opposition to the com-
pensatory response will depend on the somatosensory feedback control
gain (ag).

If the perturbation is sustained over many productions of the same
sound, a second mechanism is invoked by the motor system to coun-
teract the perturbation: trial-to-trial adaptation of the feedforward
command, or stored “motor program.” We will refer to this as the
adaptive response, the size of which is modulated by the feedforward
command learning rate (\gp). Thus, in the terminology used here, the
compensatory response to a sustained perturbation is composed of a
reflexive response and an adaptive response.

The following equations used in the current simulations capture the
key aspects of the DIVA model in a simplified form (Kearney et al.,
2020) that involves only three free parameters (aa, as, and Agp),
thereby eliminating redundancies in the set of fitting parameters that
would otherwise obfuscate the neural mechanisms underlying com-
pensation since such redundancies can lead to multiple parameter va-
lues that produce equivalent fits to the data. Eq. (1) defines the value of
F1 produced by the subject on a given trial (indexed by n) as:

Flproduced (1’1) = Flgp (n) + AF1gg (n) (€8]

In words, the F1 value produced on a trial is a combination of a
feedforward command (Flp) and a sensory feedback-based correction
(AF1gp) that is initiated if/when the auditory and somatosensory
feedback controllers detect production errors on the current trial. At the
start of each simulation, Flg is initialized to the average F1 measured
during the baseline phase of the experiment across participants. Eq. (2)
defines the feedback-based correction as:

AFlpg(n) = ap X (Flar — Flperceived (M) + as X (Flgr — Flgp(n)) 2)

where Flat and Flgy are the F1 values specified by previously learned
auditory and somatosensory targets, respectively, for the vowel;
Flperceivea is the value of F1 heard by the subject (including the per-
turbation, when one is applied) before feedback control mechanisms
kick in on that trial (i.e., Flperceivea = Flpr(n) + perturbation size); and
aa and ag are the gains of the auditory and somatosensory feedback
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control subsystems, respectively. In the simulations, F1,r and Flgr are
set to the average F1 of the baseline phase, corresponding to the as-
sumption that the auditory and somatosensory targets will not change
substantially over the course of the experiment. Eq. (3) describes the
procedure for updating the feedforward command from trial to trial:

Flgg (Il+ 1) = Flgp (n) + Apr X AF1gp (n) 3)

where Agr is a learning rate parameter for the feedforward command. In
words, the feedforward command for the next trial is updated by adding
some fraction (characterized by Arp) of the feedback-based corrective
command for the current trial.

To fit the model to the data from the sham and anodal stimulation
conditions, a particle swarm optimization procedure was used to find
optimized values of the three free parameters of the model (a4, as, and
Arp) to fit the mean data for each block in each condition. The para-
meter estimates resulting from this procedure were highly robust to
initial conditions, indicative of reaching the global minimum of the root
mean square error (RMSE) measure.

Additionally, we examined the fit to our data of an alternative state-
space model previously used to estimate and quantify learning and
sensitivity to errors during motor learning (Galea, Mallia, Rothwell, &
Diedrichsen, 2015; Huberdeau, Krakauer, & Haith, 2015; Smith,
Ghazizadeh, & Shadmehr, 2006; Thoroughman & Shadmehr, 2000).
This model yielded qualitatively similar results, which are included in
the Supplemental Materials (Figure S3).

4.2. DIVA model fits

The DIVA model fits to the two experimental conditions are pro-
vided in Fig. 4A. In both cases, the model fit falls within the standard
error of the sample mean for all blocks except the ramp block (block 20)
and immediately after cessation of auditory feedback perturbation
(sham: fit normalized RMSE = 0.01; Pearson’s r = 0.93; anodal: fit
normalized RMSE = 0.01; r = 0.95).

Table 1 compares the model parameter values for the two stimu-
lation conditions. Whereas the values for the auditory feedback control
gain, a,, are nearly the same for the two conditions (s = 0.172 during
sham, ay = 0.174 during anodal stimulation, an increase of 1%), the
somatosensory feedback control gain, as decreased by 18% from
ags = 0.372 in the sham condition to 0.304 in the anodal stimulation
condition, and the value of the trial-to-trial feedforward command
learning rate A increased by 63% in the anodal stimulation condition
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Table 1

SimpleDIVA model best fit parameter estimates. Best fit parameter values for
model simulations of the sham and anodal tDCS conditions. No differences
between the two conditions was found for auditory feedback control gain (a,),
while somatosensory feedback control gain (as) decreased during anodal tDCS
and feedforward learning/adaptation rate (Agp) increased under anodal tDCS
relative to sham stimulation.

Parameter Sham tDCS Estimate Anodal tDCS Estimate Difference
aa 0.172 0.174 +1.15%

as 0.372 0.304 —18.28%
Arrp 0.119 0.194 +63.03%

also shown graphically in Fig. 4B. (To illustrate how the values of the
free-parameters of this model affect the slope and magnitude of sen-
sorimotor adaptation, three series of simulations in which only one
parameter varies at a time are visualized in Fig. S4.)

5. Discussion

The results of this study extend our understanding of the mechan-
isms through which speakers learn to adjust their feedforward motor
plans in response to perturbed sensory feedback during speech pro-
duction. When applying noninvasive neurostimulation over left ventral
sensorimotor cortex, we observed an increased rate of adaptation re-
sponses to perturbed auditory feedback. Moreover, we found that this
effect was specific to Fl—the perturbed feature—and did not generalize
to F2, indicating a task-specific effect rather than a global modulation
of motor control processes.

The rate of increasing adaptive responses potentially depends on
both the gain of the auditory feedback control subsystem for speech,
which is responsible for within-trial reflexive responses to perceived
auditory errors, and the rate of learning of feedforward commands,
which is responsible for trial-to-trial increases in the anticipatory
component of the compensatory response. Because the mechanisms by
which tDCS affects cortical activity are uncertain and may be specific to
a study’s particular task (see Bortoletto, Pellicciari, Rodella, & Miniussi,
2015), theoretically either error sensitivity, cortical plasticity, or both
could have been modulated during anodal stimulation. We therefore
utilized computational simulations using a simplified version of an es-
tablished model of speech motor control, the DIVA model (Kearney
et al., 2020), to decompose the adaptation responses into distinct,

(Agr = 0.194) compared to the sham condition (Agz = 0.119). This is mechanistically precise components. Specifically, we extracted
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Fig. 4. SimpleDIVA model fits to behavioral data. (A) Solid lines depict the best-fit models identified by SimpleDIVA model simulations for both anodal tDCS (orange)
and sham tDCS (purple). The shaded regions indicate the standard errors around the mean for the behavioral data, shown here for comparison with the models. (B)
The percent change of our free parameter estimates is shown for anodal stimulation with respect to sham stimulation. The auditory gain factor (a,) is shown in green,

somatosensory gain factor (as) in blue, and the learning coefficient (Agp) is in red.
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estimates of three key parameters characterizing the main control
subsystems of the speech motor controller—the auditory feedback
control gain, the somatosensory feedback control gain, and the feed-
forward command learning/adaptation rate—under anodal tDCS and
sham stimulation. These simulations indicated that stimulation resulted
in an increase in the feedforward learning rate, whereas the auditory
feedback control gain was essentially unaffected by the perturbation.
Thus, the performance gains resulting from stimulation were pre-
sumably due to increased adaptation of the feedforward commands for
subsequent productions rather than increased within-trial reflexive re-
sponses by the auditory feedback controller.

Furthermore, best-fit models also included a small, unanticipated
decrease in the gain of the somatosensory feedback control subsystem.
While a change in somatosensory feedback control gain may initially be
surprising given the auditory perturbation used in this study, a change
in this parameter makes sense when its role is considered in context of
the feedback control system in aggregate: Under normal circumstances,
the somatosensory control subsystem counteracts compensatory adjust-
ments to auditory perturbations, because these adjustments have the
effect of producing somatosensory feedback that mismatches the so-
matosensory target for a given articulation. Teleologically, decreasing
the gain of the somatosensory feedback control subsystem reduces this
counteraction, allowing for more complete motor adaptation to the
auditory perturbation, as seen in the larger magnitude of adaptation
under anodal tDCS (Fig. 2B). Mechanistically, however, the source of
the change in the somatosensory feedback control gain is less certain.
This change may reflect the relatively limited spatial resolution of tDCS,
in that our electrode montage also likely resulted in stimulating current
to left ventral somatosensory cortical areas in postcentral gyrus
(Fig. 1D)—including tissue comprising somatosensory state, target, and
error maps (Guenther, 2016)—in addition to speech motor control
areas in left vVPMC and vMC. Given the spatial proximity of motor and
somatosensory cortex, identifying the causal mechanisms that affect the
integration of somatosensory information will require stimulation ap-
proaches with greater spatial specificity. For instance, noninvasive
techniques such as TMS, and invasive techniques such as cortical
cooling, have been used to make finer-grained functional dissociations
between adjacent perisylvian neuroanatomy (e.g., Pulvermiiller et al.,
2006; Long et al., 2016), and applying computational modeling to the
behavioral changes measured under more targeted stimulation may
offer insight into mechanistic changes to sensory feedback gain control.

Previous work on sensorimotor adaptation during auditory feedback
perturbation indicated that individual differences in participants’ au-
ditory acuity, or ability to detect feedback errors, explained a sig-
nificant portion of the variance in the degree of adaptation measured
across subjects (Ghosh et al., 2010; Villacorta et al., 2007). Here, we
show that it is not auditory error detection that increases under sti-
mulation of ventral sensorimotor cortex, but rather the motor adapta-
tion rate. This is not to say that auditory acuity does not play a role in
adaptation, but that the areas we stimulated do not appear to mediate
auditory acuity or error detection; instead, these areas must support, at
some level, updating of stored motor programs for speech sounds,
consistent with the DIVA model. The DIVA model also predicts that, in
contrast with left vPMC, right vPMC is responsible for transforming
auditory and somatosensory error signals into corrective motor com-
mands. We therefore hypothesize that if the right vPMC were stimu-
lated using anodal tDCS, we would see modulation of auditory and
somatosensory feedback control gains but not the feedforward com-
mand adaptation rate. Testing these predictions must be the goal of
future work that compares differences in reflexive vs. adaptive re-
sponses under right- vs. left-hemisphere stimulation.

It is important to note that while the results of this study are con-
sistent with a model in which left sensorimotor cortex plays a causal
role in sensorimotor adaptation, the evidence presented here is by itself
not sufficient to establish the unique causal involvement of this region,
as we did not test for effects of anodal stimulation on some other
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putatively unrelated control region. It may be the case that anodal
stimulation to any region of brain increases the rate learning. However,
while both empirical (Huang et al., 2017) and modelling (Datta, Zhou,
Su, Parra, & Bikson, 2013) work on the physiological effects of targeted
transcranial electrical stimulation suggest that these can be quite focal
depending on local field strength, further work remains necessary to
establish the causal contribution of this or other cortical areas in sen-
sorimotor adaptation.

Further support for the view that anodal tDCS of left sensorimotor
cortex affects learning rate and not error detection is the lack of dif-
ferences between anodal and sham stimulation on compensation mag-
nitude during the first perturbation trial. If anodal stimulation en-
hanced error detection during compensation, we might have observed
those differences earlier in the perturbation phase of the session, during
a period in which compensation should be dominated by reflexive re-
sponses. A previous study employing anodal tDCS over either motor
cortex or cerebellum during visuomotor adaptation by Galea, Vazquez,
Pasricha, Orban de Xivry, and Celnik (2011) showed early effects on
compensation when stimulation was applied to cerebellum, but sig-
nificant after-effects when stimulation was applied to motor cortex,
providing further evidence that motor cortex supports adaptive re-
sponses. Lametti, Smith, Freidin, and Watkins (2017) also reported
distinct roles for motor cortex and cerebellum in a similar auditory
feedback perturbation study where tDCS was applied to either brain
region. In order to better understand the extent of the dissociation
between the neural mechanisms supporting adaptive and reflexive re-
sponses, future studies are needed to directly compare the effects of
tDCS on sensorimotor adaptation to those during unexpected/random
feedback perturbations, in which adaptive, but not reflexive, responses
should be reduced. Furthermore, studies directly comparing reflexive
and adaptive processes can be used to inform modifications to the
simplified DIVA model to better capture participants’ behavior during
transitional periods during the present paradigm, given that our model
was least successful estimating behavior during the ramp and beginning
of the return phase.

We observed a significant effect of anodal tDCS on F1 trial-to-trial
variability compared to sham. Because we did not find any interaction
between stimulation condition and phase of each session, we might
conclude that anodal tDCS caused increased variability that was not
related to the increased feedforward learning rate. However, the fact
that we did not see a corresponding difference in F2 production
variability suggests instead that the effects on F1 are related to learning,
and perhaps the differences with phase of the experiment are too small
to observe at our current power. We performed post-hoc paired
Student’s t-tests on the degree of variability during anodal and sham
tDCS for each phase and observed that, whereas the baseline phase
showed little difference between stimulation conditions (two-tailed;
t;7 = 0.57, p = 0.58, Cohen’s d = 0.20), the perturbation and return
phases showed differences that trended in the direction of higher
variability during anodal tDCS than sham (perturbation: t;; = 2.03,
p = 0.06,d = 0.54; return: t;; = 1.92,p = 0.07, d = 0.67). Before we
can draw conclusions about how variability and learning might be re-
lated in this paradigm, we may need to better understand speech motor
variability under tDCS without auditory feedback perturbations, which
is as of yet, unstudied.

In addition to the sensorimotor adaptation we observed during the
perturbation phase of each session, we also recorded a significant
downward shift in baseline F1 after the first session, despite requiring a
minimum of 7 days between visits to the lab. Previous work from Heald
and Nusbaum (2015) found remarkable day-to-day consistency in the
acoustics of speakers’ vowel productions and so our observation is no-
table, especially given that the perturbation periods lasted only ap-
proximately five minutes per session. We did not find any interaction
between session number and stimulation condition; therefore, we do
not have evidence that increased adaptation during anodal tDCS had
any long-term effects on speech production beyond repeating the
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behavioral task. This raises the possibility that behavioral interventions
with repeated sensory feedback perturbation may be useful in training
or retraining target outputs in speech motor learning, such as in the
case of second language learning, vocal accent or gender modification,
or speech motor recovery following pathology. However, we also noted
a reduced rate of adaptation in the third session compared to the
second. While this session-by-time effect did not interact with stimu-
lation manipulation, it indicates that participants’ susceptibility to the
perturbation manipulation itself may differ when undergoing repeated
treatments. Whether this is due to the accumulation of changes ob-
served in baseline speech production targets measured at the third
session, decreased sensitivity to auditory perturbations, or some other
factor remains a question for future research. Indeed, before we can
assess the applied or clinical utility of such paradigms, future work will
need to assess individual consistency in rate and magnitude of speech
motor adaptation over multiple sessions, without involving tDCS. This
will also provide important information about how we might control for
session-to-session learning in within-subjects experimental designs
more completely.

Approximately two thirds of participants who completed the
screening session of our study showed significant adaptation during the
auditory feedback perturbation. We chose to focus the stimulation as-
pect of the study on those who showed adaptation because variability in
this behavior has been documented (e.g., Purcell & Munhall, 2006) but
has yet to be successfully explained. There are several hypotheses as to
why certain people do not adapt, such as inability to perceive the
perturbation due to poor auditory acuity (Ghosh et al., 2010) or a
stronger adherence to somatosensory speech targets than auditory ones.
It may be useful to perform future studies with these participants to
determine their auditory acuity and to see how their behavior is af-
fected by tDCS. Given the results of our model simulations, it is possible
that anodal tDCS to left ventral sensorimotor cortex could cause non-
adapting participants to depend less on their somatosensory feedback
and therefore increase the magnitude of their adaptation responses.
However, even within our adapting participants, we observed in-
dividual differences in behavior. Given that some individuals adapt
more than others, we tested for correlations in adaptation magnitude
across conditions and sessions. We found a significant correlation be-
tween sessions 1 and 2, and not between 1 and 3; however, the nu-
merical difference between these two correlations was small, and so we
do not feel we have sufficient evidence to say whether or not individual
differences in overall adaptation magnitude are demonstrated by our
results. Though most of our participants showed increased adaptation
during anodal stimulation relative to the sham condition, few showed
either no effect of tDCS or an opposite pattern of behavior. Some of
these differences may be attributed to high variability in speech pro-
duction across trials and sessions, but we cannot rule out the possibility
that tDCS affects some people differently (e.g., Schall et al., 2015). As a
relatively new technology, more work is needed to better understand
sources of behavioral variability under tDCS.

In summary, participants showed increased sensorimotor adapta-
tion under anodal tDCS to left ventral sensorimotor cortex during per-
turbed auditory feedback, demonstrating the ability of noninvasive
brain stimulation to enhance how speakers learn to integrate sensory
feedforward and feedback speech motor commands to modify stored
motor programs for speech. Through computational modeling, we were
able to verify the effects of anodal tDCS on sensorimotor learning and
gain insights into the cortical mechanisms that limit adaptation to on-
going perceived auditory errors. The results of this study further our
knowledge of the cortical mechanisms supporting the speech motor
system’s ability to adapt in response to altered sensory feedback.
Additionally, these findings have implications for understanding how to
effectively deploy tDCS as both a research instrument and a therapeutic
technique in treatment of speech motor control issues involving ab-
normal feedback-based adaptation, such as stuttering (Cai et al., 2012;
Chesters, Mottonen, & Watkins, 2018; Daliri, Weiland, Cai, Guenther, &
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Chang, 2017), aphasia (Behroozmand et al., 2018), and Parkinson’s
disease (Abur et al., 2018).

6. Statement of significance

Accurate speech production requires adjusting speech motor com-
mands via sensory feedback. To compensate for sensorimotor mis-
match, speakers update feedforward motor commands to produce in-
tended speech acoustics. Applying tDCS over left ventral motor cortex
while speaking accelerates adaptation to perturbed auditory feedback,
an effect derived primarily by enhancing the feedforward learning rate
for sensorimotor integration compared to sham stimulation.
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